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Abstract

In this paper, TOPAS1 - a new parallel programming en-
vironment for distributed systems - is presented. TOPAS
automatically analyzes data dependence among tasks and
synchronizes data, which reduces the time needed for par-
allel program developments. TOPAS also provides supports
for scheduling, dynamic load balancing and fault tolerance.
Experiments show simplicity and efficiency of parallel pro-
gramming in TOPAS environment with fault-tolerant inte-
gration, which provides graceful performance degradation
and quick reconfiguration time for application recovery.

1. Introduction

Nowadays, advances in information technologies have
led to increased interest and use of clusters of worksta-
tions for computation-intensive applications. The main
advantages of cluster systems are scalability and good
price/performance ratio. One of the largest problems in
cluster computing is software [5]. PVM [14] and MPI
[15] are standard libraries used for parallel programming
for clusters. Although these libraries allow programmers to
write portable high-performance applications, parallel pro-
gramming is still difficult. Problem decomposition, data de-
pendence analysis, communication, synchronization, race
condition, deadlock, fault tolerance and many other prob-
lems make parallel programming much harder.

As the number of processing elements and the comple-
tion application times are increased, the probability of fault
occurrence during application execution is also increased.
Most of applications are not designed for handling such sit-
uations; they would crash when faults occurs. That may
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lead not only to performance degradations but also to se-
rious damages. Fault tolerance problem can be solved by
hardware or software. Fault tolerant software solutions are
often cheaper because they do not require special additional
spare hardware and provide better flexibility. Although sev-
eral algorithms and environments are available, users of-
ten have to handle faults explicitly; that requires additional
work and increases application development cost. Environ-
ments, in most cases, are specified to certain solving prob-
lems; or require very high additional cost due to the fault-
tolerant feature; or do not support parallel applications at
all. Therefore, this work targets to develop a fault tolerant
parallel programming environment, where every (parallel)
application written in it is automatically fault-tolerant with-
out requiring any special supports from hardware, operating
systems or programmers.

TOPAS (Task-Oriented PArallel programming System,
formerly Data Driven Graph - DDG [9][10][11]) is a new
parallel programming environment for solving the problem.
The objectives of TOPAS are as follows: making parallel
programming in TOPAS as easy as by parallel compilers,
with the performance comparable with parallel programs
written in PVM/MPI; making parallel programs structured,
easy to understand and debug, and to allow error checking
at compilation time for removing frequent errors; providing
support for optimization techniques (scheduling and load
balancing); providing facilities for Grid computing (hetero-
geneous architectures, task migration, fault tolerance).

The objectives are rather ambitious, but not unachiev-
able. Environment description, scheduling and load balanc-
ing in TOPAS are already presented in [9][10][11]. This
paper is oriented mainly to the fault-tolerant aspect of the
TOPAS environment, but for clear context, section 2 shows
the TOPAS main features including scheduling and load
balancing. Section 3 focuses on fault tolerance support and
Section 4 demonstrates real examples of parallel programs
written in fault-tolerant TOPAS.




